Math 127, Mon May 17
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Use a laptop or desktop with a large screen so you can read
these words clearly.

In general, please turn off your camera and mute yourself.

Exception: When we do groupwork, please turn both your
camera and mic on. (Groupwork will not be recorded.)

Please always have the chat window open to ask questions.
Final exam, Wed May 19_Cumu through Ch. 10. &%l D

PS11 CANCELLED. 7 (5 amn

Revisions available for PS01-07 by Wed and for as many as
possible of PS08-10 before end of semester.

Last *'()f.' Wek Wylca




Ch. 2: The Euclidean Algorithm

2.1 Divisibility

2.2 Greatest common divisors
2.3 Division with remainder
2.4 The Euclidean Algorithm
2.5 Bezout's identity

2.6 A crash course in complexity

Defns and ideas:
What does it mean for integer d to divide integer a?
(same for polynomial d(x) to divide polynomial a(x))

gcd(a,b) (a,b integers; later a(x), b(x) polynomials)

Solve ax + by = gcd(a,b) for integers x,y
Later: Solve a(x)f(x) + b(x)g(x) = ged(a(x),b(x)) for polynomials f,g



Ch. 3: Polynomials and the Polynomial Euclidean
Algorithm

3.1 The integers mod m

3.2 Modular linear equations and fields

3.3 Polynomials with coefficients in a ring
3.4 Polynomial division with remainder

3.5 The Euclidean algorithm for polynomials
3.6 Bezout's identity for polynomials

Defns and ideas:

Z/(m), both intuitive version from Ch. 3 and formal version in Ch. 7
(Compare: F[x])/(m(x)) in Ch. 7)

R[x], F[x]

Remember: Integers are like polynomials, except size of an integer replaced
with the degree of a polynomial.



Euclidean Algorithm (generalized)

o(r) = size of r, e.g., absolute value or degree.
re1=qury + r1 (o(n) < o(r))
n'=q r172 (o(r2) < o(n))
rl'z/qy;nL r3 (o(r3) < o(r2))

IN—4 ZQ}INiyz (o(rn—2) < o(rn=3))

-sZ an_irn-2 @ (o(rn=1) < o(rn—2))
el \\
'N—2 = GNTN= ged is last nonzero remainder



Defns from Ch 4 (and before) that you need to know for the final:
Ring, commutative ring

Unit, zero divisor, Zero Factor Property

Domain

Fields!l!



Ch. 5: Linear algebra

5.3 The foundations of linear algebra
5.4 Matrices with entries in a field F
5.5 Systems of linear equations (homogeneous case)

5.6 Dimension and rank-nullity

Kinds of problems to solve/ideas to review:

Solving Ax = 0 (RREF, procedure for finding a basis) mod 2, 3, 5
Idea of bases and how they encode subspaces

Idea of dimension

In a particular subspace, size(any spanning set) >= size(any linearly ind set)



The foundations of linear algebra

Review and know well this tower of definitions,
and also look at examples (PS05)



Ch. 6: Error-correcting codes

6.1 The idea of an error-correcting code
6.2 Binary linear codes
6.3 The Hamming 7- and 8-codes

6.4 Hamming distance and error correction



Ch. 7: ldeals, quotients, and finite fields

7.1 ldeals

7.2 Quotient rings

7.3 Computation in F[x]/(m(x))
7.4 Principal ideal domains

7.5 Homomorphisms

7.6 Finite fields

7.7 Two worked examples: Fg and Fi¢



Five Facts for Finite Fields

1. Prime power: The characteristic of a finite field is a prime p,
order g = p® for some e > 1.

2. Orders of elements: Multiplicative group of a finite field is
cyclic, i.e., if F has g elements, F* has at least one element of
order g — 1. Also: order of every element of F* divides g — 1.

3. Magic polynomial: If |F| = g, then a9 = « for every o € F.
So x9 — x factors as the product of all (x — 3), where 3 runs
over all elements of F.

4. Construction: Every finite field of characteristic p is
isomorphic to F,[x]/(m(x)) for some irreducible polynomial
m(x). (Order p¢, degree e.)

5. Classification: For any prime p and g = p® (e > 1), there
exists a field Fg of order g, unique up to isomorphism.






Ch. 8: BCH codes

8.1 How to build a better code (Hamming codes)
8.2 Cyclic codes

8.3 Cyclic codes and generator polynomials

8.4 Minimal polynomials

8.5 BCH codes



Ch. 9: The Discrete Fourier Transform

9.2 Complex numbers and roots of unity
9.3 Signals
9.4 The Discrete Fourier Transform



Ch. 10: Groups

10.1 Groups and subgroups
10.2 Orders of elements
10.3 Cosets















